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It is important to understand recent changes in the velocity of
Greenland glaciers because the mass balance of the Greenland Ice
Sheet is partly determined by the flow rates of these outlets.
Jakobshavn Isbræ is Greenland’s largest outlet glacier1, draining
about 6.5 per cent of the ice-sheet area, and it has been surveyed
repeatedly since 1991 (ref. 2). Here we use remote sensing data to
measure the velocity of Jakobshavn Isbræ between 1992 and 2003.
We detect large variability of the velocity over time, including a
slowing down from 6,700 m yr21 in 1985 to 5,700 m s21 in 1992,

and a subsequent speeding up to 9,400 m yr21 by 2000 and
12,600 m yr21 in 2003. These changes are consistent with earlier
evidence for thickening of the glacier in the early 1990s and rapid
thinning thereafter3. Our observations indicate that fast-flowing
glaciers can significantly alter ice discharge at sub-decadal time-
scales, with at least a potential to respond rapidly to a changing
climate.

Because of its contribution to the Greenland Ice Sheet’s mass
balance, an airborne laser altimeter has surveyed the Jakobshavn
Isbræ glacier repeatedly since 1991 (ref. 2). When many other
glaciers were thinning, these surveys revealed that Jakobshavn
Isbræ thickened substantially from 1991 to 1997 (ref. 4) at
elevations less than 1,100m. After 1997, the glacier began thinning
rapidly with peak rates of ,15myr21 (ref. 3).

We used interferometric synthetic aperture radar (InSAR) to
measure Jakobshavn Isbræ’s velocity in 1992, 1994, 1995 and 2000
(ref. 5). We also applied feature-tracking methods to Landsat-image
pairs to determine velocity in 2001, 2002 and 2003. Earlier velocity
measurements weremade using airborne imaging from the summer
of 1985 (ref. 6) and by tracking crevasse displacements in laser-
altimeter surveys from 1997 (ref. 7).

Figure 1 shows the 1992 and 2000 speeds, illustrating a large speed-
up by 2000 that extends over much of the fast-moving region. This
increase is also visible in plots of the glacier’s centreline speed (Fig. 2).
Inland of ,40 km, there is no appreciable change over the 18-yr
period. Closer to the ice front, the 2000-to-2003 speeds increase
steadily over time relative to the fairly stablemid-1990s. From1985 to
1992, however, the glacier slowed just before observed thickening3.

Figure 3 shows speeds on the fastest-moving (.5,000myr21) areas
averaged at over 20 locations corresponding to the 1985 measure-
ments6 (Fig. 1, purple symbols) and at several hundred locations
corresponding to measurements7 made in 1997 (Fig. 1, orange line).
The 1985 mean speed was 6700myr21, which in 1992 decreased to
5700myr21 and remained nearly constant until 1997. Between May
1997 and October 2000, the glacier speed reached 9,400myr21 and
flowed at about this rate in May 2001. Over the next two months, the
glacier speed increased to 10,000myr21. By summer 2002, the speed
had increased to 11,900myr21 and then to 12,600myr21 in spring
2003, which is the last period for which we have velocities.

The mid-1990s slow interval corresponds well with the 1991-to-
1997 measured thickening3. The 1985 calving rate was
,26.5 km3 yr21 (ref. 8), so the 1,000myr21 drop in speed by 1992
suggests a discharge reduction of,4 km3 yr21.Most of the slowdown
occurred over the region moving faster than 1,000myr21. If we
assume thickening was confined to this fast-moving area, then we
estimate an average thickening of,1myr21, which is consistentwith
observed rates3. The 1985-to-2003 speed-up implies a near-doubling
in discharge to 50 km3 yr21. Excluding the former ice tongue’s area,
this implies an average thinning of ,6myr21 over the fast-moving
region, which is also consistent with observations3. Thus, the speed
variations are sufficient to explain the observed elevation changes as
dynamic thickening and thinning3.

Meltwater input to the bed seasonally affects nearby inland ice
speed9, but these fluctuations are far smaller than the changes we
observe. Although we have only coarse intra-annual sampling, our
results suggest a trend of increasing speed starting after 1997, rather
than a seasonal pattern of summer speed-up and winter slow-
down9. The speed-up appears to persist through the winter, so it
seems unlikely that increased surface-meltwater input to the bed
directly caused the acceleration. Earlier observations that found no
seasonal variation on Jakobshavn Isbræ6,10 support this hypothesis,
as does our analysis of 2001–2002 spring and summer Landsat data.

From 1850 to 1962 (ref. 11), the calving front retreated by
,26 km but stabilized and remained within a 2.5-km-long calving
zone from 1962 to the 1990s12. In October 2000, this pattern
changed when a progressive retreat began that resulted in nearly
complete disintegration of the ice shelf by May 2003.
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The calving front’s multi-decadal stability has been attributed to
resistance from the fjord walls and pinning points that may have
yielded a restraining “back-stress” on the floating ice with an
influence extending above the grounding zone1,13. Several of the
speed increases coincide with losses of sections of the ice tongue as it
broke up. Satellite images also indicate that several large rifts began
developing in 2000 along the fjord’s northern wall, which may have
reduced lateral resistance. Thus, back-stress reduction from the
ice tongue’s disintegration may have caused or contributed to
the speed-up. This is consistent with observations elsewhere of
acceleration following ice shelf loss14,15.

If the ice tongue’s weakening and retreat caused the speed-up,
then it is not clear what initiated the retreat after a period of multi-
decadal stability12. At nearby Egedesminde, the 1998–2001 melt
intensity was abnormally high3 and passive microwave data indicate
a high melt extent in 2002. Calving rates are higher in summer12,

indicating a sensitivity to temperature and melt13,16,17. Thus,
increased calving may have forced the ice tongue to retreat beyond
its stable position to initiate the acceleration.
Jakobshavn Isbræ’s acceleration and near-doubling of ice dis-

charge is noteworthy because this single glacier has increased the
rate of sea-level rise by,0.06mmyr21, or,4% of the 20th-century
rate18. If the retreat of the ice tongue caused the acceleration, then
similar losses of floating ice tongues since the Little Ice Age11

may explain13 the current rapid thinning observed for many of
Greenland’s outlet glaciers4,19. This speed-up is the most striking of
several ice-stream and outlet-glacier speed-ups and slow-downs
observed, with just over a decade of spaceborne InSAR measure-
ments20–23. Collectively, these observations indicate that fast-flow-
ing glaciers can significantly alter ice-sheet discharge at sub-decadal
timescales and that their response to climate change has at least the
potential to be rapid. This argues both for further investigation of
ice-sheet mass balance and improved incorporation of fast flow
features into ice-sheet models, many of which predict response
times on the centurial-to-millennial scale24. A

Figure 1 Ice-flow speed as colour over SAR amplitude imagery of Jakobshavn Isbræ in

February 1992 (a) and October 2000 (b). In addition to colour, speed is contoured with

thin black lines at 1,000 m yr21 intervals and with thin white lines at 200, 400, 600 and

800 m yr21. The thick white line shows the location of the profile plotted in Fig. 2. The

locations of velocity measurements made in 1997 (orange line) and 1985 (purple

symbols) are also shown.

Figure 2 Profiles of speckle-tracked (see Methods), Landsat, airborne feature-tracked

speed from along the line shown in Fig. 1a and as a function of distance from the approximate

position of the 1992 calving front. One-sigma error bars are shown at several-kilometre

intervals. The 1985 (ref. 6), 2002 and 2003 data sets were sparsely sampled, so only

individual point measurements are plotted. The data were acquired over the periods from

February to March 1992, December 1993 to March 1994, November 1995, October to

November 2000, May 2001, July to September 2002, and March to May 2003.

Figure 3 Average speeds versus time for measurements made at original 1985 and 1997

airborne survey locations (same-colour symbols in Fig. 1). For 2001, the slower two points

are from a 4–20 May pair, whereas the faster points are from a 20 May to 7 July pair.

Laser altimeter surveys determined the periods of thickening and thinning3. Minor speed

differences for 1985 and 1997 locations reflect the different areas that were sampled.

Because much of the floating ice tongue was missing in 2003, the speed for this year

(circle) is an average of the points on the remaining ice.
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Methods
A set of speckle-tracking algorithms5 was used to determine the 1992, 1994, 1995 and 2000

velocities from 1–24-day image pairs. Speckle tracking uses the displacements of the

correlated speckle patterns in pairs of SAR images to derive ice motion estimates.

Individual errors were up to a few hundred metres per year (see Fig. 2), but errors on

averages (for example, Fig. 3) are below 100myr21. We did not tide-correct the speckle-

tracked data, so there are biases on the floating ice that do not spatially average out. To

assess this error, we estimated velocity for five 1992 InSAR pairs, each with different tidal

errors. The standard deviation for these estimates was 69myr21. Our 1992 and 1994

estimates are temporal averages of multiple (2 to 5) same-year pairs, which further reduces

this error. The 2001 through 2003 estimates were derived using the IMCORR25 feature-

tracking software applied to 16-to-64-day Landsat image pairs. Established methods26

were applied to passive microwave data to determine the 2002 melt extent.
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The summer of 2003 was probably the hottest in Europe since at
latest AD 15001–4, and unusually large numbers of heat-related
deaths were reported in France, Germany and Italy5. It is an ill-
posed question whether the 2003 heatwave was caused, in a simple
deterministic sense, by a modification of the external influences on
climate — for example, increasing concentrations of greenhouse
gases in the atmosphere — because almost any such weather event
might have occurred by chance in an unmodified climate. However,
it is possible to estimate by how much human activities may have
increased the risk of the occurrence of such a heatwave6–8. Here we
use this conceptual framework to estimate the contribution of
human-induced increases in atmospheric concentrations of green-
house gases and other pollutants to the risk of the occurrence of
unusually high mean summer temperatures throughout a large
region of continental Europe. Using a threshold for mean summer
temperature that was exceeded in 2003, but in no other year since
the start of the instrumental record in 1851, we estimate it is very
likely (confidence level >90%)9 that human influence has at least
doubled the risk of a heatwave exceeding this threshold magnitude.

Temperatures near the Earth’s surface are rising globally10, and
evidence is mounting that most of the warming observed in recent
decades has been caused by increasing atmospheric concentrations
of greenhouse gases9,11,12. Anthropogenic increases in annual-mean
temperatures have also been detected on continental scales, in
Europe, North America and other land regions13–15. We first inves-
tigate the origins of long-term changes in decadal-mean European
summer (June–August) temperatures, determining the changes
attributable to anthropogenic drivers of the climate system and
changes attributable to natural drivers. We then estimate how the
risk of mean June–August temperatures exceeding a particular
extreme threshold in any individual summer has changed as a result
of this anthropogenic interference in the climate system.

Over the course of the twentieth century, June–August tempera-
tures in Europe exhibited an overall increase, and a distinctive
temporal pattern of temperature change, including cooling in the
1950s and 1960s (Fig. 1). We focus on the region bounded by 108W
and 408 E and 30–508N (Fig. 1 inset), this being one of the regions
chosen in previous studies13,16 to represent climatically coherent
regions sufficiently large to exhibit climate change signals above the
noise of natural internal variability. We use a pre-selected region in
order to minimize any bias that could result from selecting our
region already knowing where the most extreme temperatures
occurred. Even in such a large domain, 2003 was the warmest
summer on record. The history of temperature change averaged
over this region is well reproduced by simulations of the HadCM3
climate model17, even at the model’s relatively low spatial resolution
(3.758 longitude by 2.58 latitude), when driven with both anthropo-
genic and natural drivers of climate change (Fig. 1; see red, green,
blue and turquoise lines). Four simulations (denoted ALL) were
made with different initial conditions18, each with the same com-
bination of well mixed greenhouse gases, sulphate aerosols and
changes in tropospheric and stratospheric ozone, as well as natural
changes in solar output and explosive volcanic eruptions12. A
calculation of the temperature changes due to natural drivers
alone (obtained by combining a simulation with solar forcing and
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